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Evaluation of Recursive PIV Algorithm with Correlation Based 
Correction Method Using Various Flow Images 

Daiehin,  Sang Joon Lee* 
Department of  Mechanical Engineering, Pohang University of  Science and Technology, San 31, 

Hyoja-Dong, Nam gu, Pohang, Kyungbuk 790-784, Korea 

The hierarchical recursive local-correlation PIV algorithm with CBC (correlation based 
correction) method was employed to increase the spatial resolution of  PIV results and to reduce 

error vectors. The performance of  this new PIV algorithm was tested using synthetic images, PIV 
standard images of  Visualization Society of Japan, real flows including ventilation flow inside 
a vehicle passenger compartment and wake behind a circular cylinder with riblet surface. As a 
result, most spurious vectors were suppressed by employing the CBC method, the hierarchical 
recursive correlation algorithm improved the sub-pixel accuracy of  PIV results by decreasing the 
interrogation window size and increased spatial resolution significantly. However, with 
recursively decreasing of  interrogation window size, the SNR (signal-to-noise ratio) in the 
correlation plane was decreased and number of  spurious vectors was increased. Therefore, 
compromised determination of  optimal interrogation window size is required for given flow 
images, the performance of  recursive algorithm is also discussed from a viewpoint of  recovery 

ratio and error ratio in the paper. 
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Performance Test 

Nomencla ture  
~)r; Recovery ratio 
¢~e.; Error ratio 
Din: Maximum particle displacement 
N ; Particle numbers 
D : Diameter of circular cylinder 
X : Distance from circular cylinder in horizontal 

Re; Reynolds number 
Pt~ : Panicle density 

1. I n t r o d u c t i o n  

The conventional PIV algorithms widely used 
in nowadays are based on statistic correlation of  
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particle images, i.e. auto-correlation for single- 
frame multiple exposure images or cross-correla- 
tion for double-frame single-exposure particle 
images. These correlation algorithms divide each 
single image into a number of sub-regions, so- 
called interrogation windows. For each interro- 
gation window the correlation function is cal- 
culated and the position of  displacement peak is 
determined on the correlation plane. Then, the 
representative velocity of  the interrogation win- 
dow is determined by dividing the displacement 
value by time interval between two exposures. 
Since the displacement peak obtained by the 
spatial correlation method represents the average 
movement of particles in each interrogation win- 
dow, the spatial resolution of  vector field mea- 
sured by a PIV technique is directly related with 
size of  interrogation window. If  the interrogation 
window is large enough and covers some small- 
scale turbulent structures or vortex structures, all 
these detailed flow information might be lost 
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during the PIV correlation analysis and adjacent 
velocity vectors may not be continuous. Further- 
more, the differential quantities from the velocity 
information, such as vorticity, will be limited by 
spatial resolution of  velocity field. In addition, 
the derived vorticity is a local average of  the 
already spatial-averaged velocity field and the 
magnitude of  vorticity may be smaller than the 
actual value, in order to achieve reliable velocity 
and vorticity data in high spatial resolution, the 
size of  interrogation widow should be decreased 
as small as possible. 

However, Keane & Adrian (1990) mentioned 
that at least ten-tracing particle images were 
needed in each individual interrogation window 
to obtain accurate estimation of  average displace- 
ment for the conventional PIV algorithm based 
on the correlation analysis. This limitation should 
be fulfilled by choosing a interrogation window 
size to have adequate number of  particles in each 
window. With this restriction, it is difficult to 
improve spatial resolution of vector field signi- 
ficantly by decreasing the interrogation window 
size for conventional correlation PIV techniques. 
in recent years, some new algorithms for im- 
proving the spatial resolution of  PIV results (Su- 
per-resolution PIV) using hierarchical recursive 
operation were proposed by Hart (1999), Scara- 
no & Riethmuller (1999, 2001), and Hu et al, 
(2000) Rohfily et al. (2001) developed a similar 
algorithm named as reverse hierarchical PIV 
processing, however, it started to process the PIV 
images at the smallest interrogation window size 
and gradually built up the correlation planes into 
larger interrogation window based on the results 

of  inter-level correlation correction and valida- 
tion. Hart (2000) adopted the CBC (Correlation 
Based Correction) algorithm together with the 
recursive correlation scheme to eliminate spurious 
vectors in PIV results, Park and Kim (2001) 
employed the recursive algorithm to enhance the 
spatial resolution of  cinematic PIV system. 

In this paper, we employed the hierarchical 
recursive correlation algorithm with CBC pro- 
cessing and window offset to both single-frame 
and double-frame cross-correlation PIV systems. 
In addition, its performance was tested for vari- 

ous PIV images including synthetic particle ima- 
ges, standard PIV images, and real flow images. 

2. Hierarchical Recursive Correlation 
Algorithm and CBC 

2.1 Hierarchical recursive correlation 
The concept of  the hierarchical recursive cor- 

relation algorithm is very simple. If basic in- 
formation of the magnitude and direction of  local 
displacement in the sub-region of  a particle image 
is available, the size of  the sub-region can be 
reduced and offset by following prediction of  
prior local displacement information. The in- 
plane loss of  pairs caused by out-of-boundary 
particle motion can then be compensated during 
correlation operation. This procedure can be 
recursively conducted to reduce the sub-region 
size hierarchically, the spatial resolution of  vector 
field is therefore increased. 

We implemented the following steps to ac- 
complish the hierarchical recursive PIV correla- 
tion operation : 
a) Carry out a conventional PIV correlation 

routine for an usual interrogation window in 
which sufficient number of  particles are in- 
volved so that prominent SNR (signal to noise 
ratio) can be obtained on the correlation plane, 
perform peak detection and get displacement 
information for each interrogation window. 

b) Store the resulting displacement information 
to be used as a predictor in the further coming 
steps. 

c) Divide the interrogation window to half-sized 
regions following one quarter rule as shown in 
Fig. I. Predict the offset of  smaller interroga- 
tion windows using the estimated displacement 
data obtained from the prior step to compen- 
sate the in-plane loss of  pairs caused by out- 
of-boundary particle motion (Fig. 2). 

d) Perform the correlation operation for smaller 
interrogation windows. The resulting values in 
this step must be added with corresponding 
predictor value and then produce sub-pixel 
displacement with higher accuracy. 
Repeat the steps from (b) to (d) until getting a 

proper spatial resolution in the PIV results. 
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Fig. 1 Schematic of hierarchical recursive algorithm 
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Fig. 2 
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Principle of interrogation window offset 

2.2 Correlation based correction (CBC) 
If the number of  panicles inside an interroga- 

tion window is insufficient at the first step of  the 
hierarchical recursive method, the SNR (signal- 
noise ratio) will be very poor on the correlation 
plane. This may cause a displacement peak to 
merge in the random background noise. It is 
difficult to detect the displacement peak in this 
case and some spurious vectors may appear. Sup- 
posing this inaccurate displacement information 
are used to predict the offset of  smaller interroga- 
tion windows in the succeeding steps, more error 
vectors will be generated. In general, the con- 
ventional PIV method employs an interpolation 
scheme to replace these spurious vectors during 
post-processing. 

Hart (2000) proposed the CBC (correlation 
based correction) concept and it showed good 
performance in eliminating error vectors caused 
by anomalies in correlation. The CBC method is 

based on the principle of  element-by-element 
multiplication of  correlation planes of two or 
more adjacent interrogation windows to improve 
the SNR on the multiplied correlation plane. 
Figure 3 illustrates the procedure of  CBC method. 
The correlation plane 1 from the first interroga- 
tion region is multiplied by correlation plane 2 
from an adjacent interrogation region which is 
50% overlapped with the first interrogation re- 
gion. The SNR is quite low in both of  correlation 
planes 1 and 2, but a prominent displacement 
peak is observed on the multiplied correlation 
plane. The correlation anomalies are remarkably 

reduced and the error vectors can be easily 
eliminated before the velocity vectors are deter- 
mined. 

The basic idea of  CBC technique is that loca- 
tions of  noise peaks on a correlation plane are 
always random, but the positions of  displacement 
peaks are almost identical on the correlation 
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Fig. 3 Principle of CBC algorithm 

planes of  adjacent interrogation windows, after 
multiplication of  the two correlation planes, the 
peaks of  the back ground noise keep the same 
level as on the individual correlation planes, but 
the magnitude of  displacement peak is increased 
prominently. The efficiency of  reducing anoma- 
lies errors during CBC processing increases as the 
size of  overlapped region decreases. However, the 
optimum overlapping depends on the flow struc- 
ture of  testing and the particle seeding density. In 
general, 50% overlapping has been adopted in 
most correlation algorithms. Hart (2000) mention- 
ed that 50% overlapping was a proper value to 
evaluate the performance of  CBC algorithm and 
we also conducted 50% overlapping rate in the 
performance test. 

3. Performance Tests and Discussion 

We applied the hierarchical recursive algorithm 
with CBC method to the cross-correlation PIV 
program for both single-frame and double-frame 
particle images. The performance tests included 
evaluation of efficiency of CBC for analyzing real 
flow image, accuracy assessment and recovery/ 
error ratio analysis of the recursive algorithm for 
synthetic particle images, comparison of standard 
PIV images from the Visualization Society of 
Japan (VSJ) with variable the interrogation win- 
dows size, and finally for real flow testing. 

(a) Single-frame double-exposure panicle image 
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(c) Correlation based correction method 

Fig. 4 Comparison of conventional FFT and CBC 
method for the backward facing step flow 
(32 X 32 pixeis) 

3.1 Efficiency of CBC processing 
A single-frame double-exposure PIV particle 

image of  backward-facing step flow was used to 
test the efficiency of  CBC processing. The second 



Evaluation o f  Recursive P I V  Algorithm with Correlation Based Correction Method Using Various Flow ... 413 

particle images were shifted by 9 pixels with 01[- 

image-shifting technique, shown in Fig. 4(a). 0.0a 
The single-frame cross-correlation PIV technique 0 o8 
based on conventional FFT and CBC processing ffi 0 07[- 
were applied to the flow image with 32 X 32 pixels 
interrogation window in order to compare the ~0.0e[. 

number of  spurious vectors in the PIV velocity ! o.os~- 
field results. In Fig. 4(b),  the velocity field ob- j 0o4~- 

rained by conventional FFT based correlation oo3 I- 
method shows several error vectors. The spurious [ 
vectors have to be interpolated by proper data °°2 F - 
during post-processing, but it will not contribute 001.[= 
to increase the sub-pixel accuracy. Figure 4(c) 
shows the velocity field obtained with addition of  
CBC processing, which multiplied correlation Fig. 5 
planes of two adjacent interrogation regions. 
From the result, we can see that spurious vectors 
are largely decreased without post-processing. 

3.2 Accuracy assessment  

3.2.1 R M S  errors for uniform flow 
There are several methods to assess the accura- 

cy of  PIV measurement results. One approach is 
to use particle images taken from a real flow with 
known quantity of  particle displacement. Another 
commonly applied method is to use synthetic par- 
ticle images generated by numerical simulation, 
by varying the parameters of particle images, the 
pre-determined displacements can be compared 
with the PIV result. A synthetic particle image 
was generated with 8-bits gray-'scale randomly 
distributed particles. The flow image containing 
4000 particles has 640 X480 pixels resolution with 
particle diameter of  4 pixels. The second exposed 
particle images are imposed by a pre-set dis- 
placement (0~11 pixels) from the first particle 
images horizontally to simulate uniform flow. 

Figure 5 shows the rms (root-mean*square 
errors) errors of the PIV method based on con- 
ventional F F T  and hierarchical recursive PIV 
method as a function of  particle image displace- 
ment for various interrogation window sizes. The 
conventional PIV results show higher rms errors 
due to in-plane loss of  particle pairs. For the 
recursive PIV results, the rms errors are less than 
half of  the rms errors of  the same interrogation 

- O-~- -  3~(32 convondonml 
m -  - 64x64iemmUvo 
• ~ 32x32 IlmraOm, 
• lex'lO ~raU~ 

- *  . - - t - e - - e - e -  • • • 

3 4 5 6 7 8 9 10 11 
imposed displacement (pb(el) 

Measurement RMS error as a function of 
particle displacement 

window (hereafter mark as IW) of 32 × 32 pixels 
conventional PIV method. In addition, as the 
interrogation windows size increases, the RMS 
error is decreased. Because the seeding density is 
relatively sparse in this synthetic particle image, 
higher SNR value can not be obtained on cor- 
relation plane for 16×16 pixels interrogation 
window, the rms errors are lower than that of  
other recursive cases, but it still shows better 
performance compared with the conventional 
PIV method with 32 × 32 pixels IW. 

3.2.2 Recovery/error  ratios of solid body 
rotation flow and image computation 
time 

There are many parameters affecting the accu- 
racy of  PIV algorithm. In order to investigate the 
effect of  particle displacement to the performance 
of  recursive algorithm, the recovery ratio Or and 
error ratio Oe were calculated for specific consec- 
utive frames with various maximum particle dis- 
placements. The recovery ratio Or is defined as 
the ratio of  the total number of  accurately recov- 
ered vectors to the number of  all possible vectors. 
The error ratio Oe is defined as the ratio of  the 
number of  error vectors to the total number of  
recovered vectors. In the study, we investigated 
the variations of  recovery ratio and error ratio for 
the recursive algorithm with decreasing the inter- 
rogation window size. 
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for solid body rotation, image size : 256 × 256 pixels 

For the performance evaluation, 22 pairs of  
synthetic particle images for the solid body ro- 
tation flow having different maximum displacem- 
ent Dm ranged from 4 pixels to 14 pixeis were 
tested. The maximum displacement D= represents 
the displacement of  particles located at the edge of  
the synthetic image for the solid body rotation 
flow. Since the solid body rotation flow has a 
linear velocity profile with zero velocity at the 
image center, if the maximum displacement is 8 
pixels, for a 256 ×256 pixels image, the rotation 

angle of  the flow is determined as tan 0=8 

pixels/128 pixels. Each particle image has resolu- 
tion of  256 X 256 pixels and the maximum particle 
diameter is 4 pixels. Figure 6 (a) shows the varia- 
tions of Or and O¢ as a function of  maximum 
particle displacement Dm for images containing 
N = I 0 0 0  particles, the minimum inter-particle 
distances are 7.5 pixels. With increase of  maxi- 
mum displacement, the recovery ratios Or de- 
crease and the error ratios Oe increase irrespective 
of  interrogation window size. For the IW sizes of  
16×16 and 32×32 pixels, recovery ratio and 
error ratio decrease and increase in similar trend, 
however, the bigger IW of 32X32 pixels shows 
better recovery ratio Or than that of  16X16 
pixels. But for 8 X 8 pixels IW size, variations of  
Or and O, with respect to the maximum dis- 
placement D .  are more rapid, the recovery ratio 
decreases from 97.3% to 71% and the maximum 
error ratio reaches 40%. This is caused by spar- 

sely distribution of  particle images, the minimum 
inter-particle distance (7.5 pixels) is almost as 
large as the IW size, so the in-plain loss of  pair is 
inevitable. For a comparison, we estimated the 
recovery and error ratios for synthetic flow ima- 
ges with higher particle density. Figure 6(b) 
shows the variation of  Or and Oe for images 
containing N =  10000 particles. Each flow image 
has spatial resolution of  256 X256 pixels and the 
particles with diameters from 1 to 4 pixels are 
randomly distributed. There is few overlap of  

particles in the synthetic flow image, and the 
minimum inter-particle distance is about 2.37 
pixels. In this case, even for smaller IW size of  
8 × 8  pixels, 98.2% of recovery ratio can be 
obtained at 14 pixels maximum displacement. If 
the maximum displacement value is lower than 
10 pixels, the recovery ratio Or will be higher 
than 99%. For larger IW of  16× 16 and 32 ×32 
pixels, even higher value of  recovery ratio can be 
obtained. The maximum error ratio for 14 pixels 
displacement is lower than 2% and it is less than 
1% at 10 pixels maximum displacexfient for 8 × 8  
pixels IW size. 

We also compared the recovery ratio Or and 
error ratio 0~ of  present algorithm with those of  
the two-frame PTV (Baek and Lee, 1996; Kim 
and Lee, 2002) for two flow images with different 
particle densities pt~ (the total number of particles 
per unit area of  flow image). The comparisons 
are summarized in Table. 1. In the particle image 
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Table 1 Comparison ofrecovery ratio and error ratio between the recursive PIV algorithm and two-frame PTV 
method 

lW size (pixels) 

Max. displacement Dm (pixels) 

Recovery 
Ratio Or (0/6) 

Error Ratio 
O, (°/6) 

# s =  1.5 X 10 -2 

ps---- 1.0 × 10 -2 

p s =  1.5 X 10 -a 

p~r = 1.0 X 10 -2 

32 × 32 

10 5 

98.3 100 

92.7 95.6 

1.7 0.0 

7.9 4.6 

of  p N = l . 5 X l 0  -2 (N=1000) ,  the recovery and 

error ratios of  present algorithm are 96.9% and 

3.2% for 1 6 x ! 6  pixels IW, 88.5% and 12.9% 

for 8 x 8 pixels IW with maximum displacement 

of  10 pixels. The corresponding results of the 

two-frame PTV are between the results for 16 x 

16 pixels IW and 8X8 pixels IW obtained with 

recursive PIV method. The low recovery ratio of  

present method at 8 × 8 pixels IW may be caused 

by the low particle density and relatively larger 

particle displacement, in addition, the two-frame 

PTV method has been known to have good per- 

formance in low particle density images, com- 

pared with other P IV/PTV techniques (Baek and 

Lee, (1996)). As the maximum displacement de- 

creases to 5 pixels, the recovery ratio of  recursive 

PlV method is increased to the same level as that 

of  two-frame PTV method. For  the case of  low 

particle density of  p ~ = l . 0 X  10 -2 (N=660) ,  the 

recovery ratios are decreased significantly for all 

the lW sizes tested to the recursive PIV method. 

Compared with the results of  two-frame PTV 

method, the recovery ratio is much smaller and 

the error ratio exceeds 30% at the smallest IW 

size. This indicates that the particle density of  

# s = l . 0 X l 0  -2 is too low to carry out the re- 

cursive PIV processing properly. With increase of  

the particle density, the recovery ratio of  the 

recursive PIV algorithm is enhanced and the error 

ratio is decreased. 

The two-frame PTV method has a little bit 

lower recovery ratio for flow images of  at higher 

particle concentration. This results from the extra 

large number of  panicles which make the match 

probabil i ty  calculation difficult to converge. 

From the viewpoint of  recovery and error ra- 

16XI6 8X8 

10 5 10 5 

96.9 99 88.5 97. I 

81 89.2 69.4 76.6 

3.2 1.0 12.9 3.0 

23.3 12.1 44.1 30.5 

Two frame 
PTV 

I0 5 

92.8 97.4 

94.4 99.2 

7.8 2.7 

5.9 0.8 

tios, we can see that, when the particle displace- 

ment is small and the particle density is high in 

PIV images, the recursive PIV algorithm shows 

good performance with satisfied recovery ratio 

even at small interrogation window. However, for 

the particle images with lower particle density 

and larger particle displacement, the performance 

of  recursive PIV method at smaller IW size is 

influenced by increase of  the number of  error 

vectors and reduces the efficiency of  the algo- 

rithm. 

3.3 S t a n d a r d  P I V  i m a g e s  

Visualization Society of  Japan(VSJ) provides 

the Standard PIV images generated by numerical 

simulation to evaluate the effectiveness and accu- 

racy of  PIV programs. In this study, the standard 

PIV image of  impinge jet  flow was used to test the 

performance of  the recursive PIV correlation 

algorithm. The resolution of  flow image is 256 x 

256 pixels with N=4000  particles and 5 pixels of  

average particle diameter. Figure 7 represents the 

variation of  velocity field and vorticity distributi- 

on of  the impinging jet  by varying IWsize. Figure 

7(a) shows the results of  the PIV correlation 

method based on conventional F F T  at the first 

level of  spatial resolution of  64X64pixels lW 

size. As the interrogation window size decreases 

recursively to 32X32 pixels and 16 × 16 pixels, it 

gives more detailed flow structure and precise 

vorticity distribution with enhanced spatial reso- 

lution. With decreasing interrogation window 

size, the maximum value of  vorticity is also in- 

creased from reduction of  smoothing effect at 

large interrogation window. The recursive PIV 

results for 8 X8 pixels lW size show much fine 
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vortex structure from the same particle images, 

compared with only 2 or 3 vortices for the case of  
32 X32 pixels. For  the standard image with N =  

4000 particles, the minimum Or is about 97.5% 

and the maximum Oe is about 2.56% at the sm- 

allest IW 8 X 8 pixels. Therefore, appropriate com- 

promise is needed in determining the interroga- 

tion window size in consideration of  increasing 

spatial resolution and error ratio. 

The recovery ratio Or and error ratio Oe for the 

standard PlV images containing N=2000  and 

N=4000  are compared as a function of  interro- 

gation window size for the maximum displaceme- 

nt of  15 pixels and the results are shown in Fig. 8. 

With increase of  the interrogation window size, 

the recovery ratio Or is increased and the error 

ratio Oe is decreased for both cases. With de- 

crease of  number of  particles (N),  O,  is increased 

and the error ratio Oe is decreased. For  the large 

value (15 pixels) of maximum displacement, if 

the number of  particles is less than 2000, Or 

decreases rapidly and the O, increases largely for 

the small interrogation window (The result is not 

shown here). If the flow images have sufficient 
particle density, the recovery ratio can be close to 
100% and Oe reaches 0% for higher recursive 

steps. Though the recursive correlation algorithm 

improves the spatial resolution remarkably, den- 

sely seeded particle images with small particle 

displacement are needed to get sufficient recovery 

ratio and avoid loss of flow field information. 

3.4 Real flow applications 

The performance of  the recursive correlation 

PIV technique was evaluated for two different 

real f lows: (I) ventilation flow in a vehicle pass- 

enger compartment, and (2) wake flow behind a 

circular cylinder with riblet surface. 

3.4.1 Ventilation flow in a passenger com- 

partment 

Particle images of  the ventilation flow inside a 

vehicle passenger compartment model were cap- 

tured with a high-resolution C C D  camera of 

2K x 2 g  pixels. The details of  the experimental 

apparatus were described by Yoon and Lee 

(1998). Figure 9 shows the velocity fields for the 

flow behind the front seat of  vehicle at three 

different spatial resolution levels of  64 × 64 pixels, 

32x32  pixels and 16×16 pixels IW sizes. The 

velocity field was extracted from the entire veloc- 

ity vector map. For  IW of  64×64 pixels, only 

large-scale flow motions can be observed and the 

vortex at the lower right corner just behind the 

front seat is hardly identified. By increasing the 

spatial resolution to the second level of  32 x 32 

pixels interrogation window, the PIV results re- 

veal the detailed flow structure and vortical dis- 

tribution with enhancement of  spatial resolution. 

The outline of  the vortex at down right corner is 

distinguished clearly and the maximum value of  

vorticity is increased about 70,%0. As the interro- 

gation window size is further decreased to 16 X 16 

pixels, the vorticity field shows that the large- 

scale vortex structures are composed of  many 

small-scale vortex structures and velocity field 

provides more subtle turbulent flow motion. The 

value of  maximum vorticity is about 50% higher 

than that of  32 x 32 pixels IW due to reduction of  

smoothing effect encountered in larger interroga- 
tion window. 

3.4.2 Wake behind a circular cylinder with 

riblet surface 

The near wake behind a circular cylinder with 

riblet surface is different from that of  a smooth 
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Fig. 9 Velocity fields and vorticity contours of 

circular cylinder. The drag force acting on the 
riblet-surfaced cylinder is reduced compared with 
that of  a smooth cylinder. The PIV measurements 
were carried out in a circulating water channel 
having a test-section of  0.3 mWX0.25ma× 1.5 m L. 
A circular cylinder of  D-~20 mm in diameter was 
mounted horizontally in the test-section and the 
field of  view was 60 mm x 6 0  mm just behind the 
cylinder. The Reynolds number based on the 
cylinder diameter was about Re----3000. The PIV 
results were obtained for three different IW sizes 
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Ventilation flow in a vehicle passenger compartment 

of  64×64 ,  3 2 × 3 2  and 16×16 pixels, The res- 
ulting velocity fields and vorticity distributions 
are shown in Fig. 10. The cylinder is located at 
the left edge in the velocity maps. At the spatial 
resolution level of  64)<64 pixels, the obscure 
outlines of  large-scale vortices are observed. As 
the spatial resolution is improved to the second 
level of  3 2 × 3 2  pixels, the position of  vortex 
shedding is distinguished clearly and a clock- 
wise-rotating small-scale vortex structure is also 
revealed. The vortex shedding procedure becomes 
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much clear when the spatial resolution is further 
increased to the higher level of  16× 16 pixels. 

Figure 11 shows the quantitative comparison of  
stream-wise velocity profiles at downstream loca- 
tions of  X/D----0.85, 1.40 and 2.25 extracted from 
the PIV velocity field results for different spatial 
resolution levels. The magnitude of  PIV result is 
enhanced in principle with increase of  spatial 
resolution level, it indicates that the sub-pixel 
accuracy is improved. However, at the window 
size of  16x 16 pixels, the velocity profiles show 
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Velocity fields and vorticity contours of near wake behind a circular cylinder with riblet surface 

some fluctuations. This maybe attribute to de- 
crease of  SNR (signal-noise ratio) on correlation 
plane. From this result, we can see that the re- 
cursive PIV algorithm should be employed with 
preliminary evaluation of  performance in advance 
to find out the optimal spatial resolution for given 
particle images. 

When many instantaneous velocity fields are 
ensemble averaged to calculate the spatial distri- 
bution of  turbulence statistics, the decrease of  
computation time becomes of  great importance. 
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Table 2 Comparison of total computation time for the recursive PIV algorithm 

Image size (pixel) 

512×512 

Number of 
recursion 

Interrogation 
window size 

(pixel) 

64×64 
32 × 32 
16×16 
8×8 

Number of 
interrogation 

windows 

196 
784 

3136 
12544 

Total 
computation 
time (See.) 

2 
4 
I1 
29 
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For  the case of  PTV method, the particle density 

for a given flow significantly affects the com- 

putation time required for tracking correct veloc- 

ity vectors. However, for the PIV method, the 

computation time is mainly affected by the cap- 

tured image size in pixels, the interrogation win- 

dow size and the overlapping ratio. For  the com- 

parison of  total computation time, the particle 

images (512×512 pixels) of  flow behind a circu- 

lar cylinder having riblet surface are calculated 

using a PC with lntel Pentium Celeron 800 CPU 

and 256 MB memory. The computation times ela- 

psed to recover the correct velocity vectors are 

compared with varying the IW size and recursive 
steps. For  each recursive PIV processing step, the 

overlapping ratio of the adjacent IW is fixed to 
50%. The results are summarized in Table 2. 

Though the smallest IW of  8 ×8 pixels provides 
large number of  velocity vectors and improves the 

spatial resolution of  flow field, the total com- 

putation time and the error ratio are largely in- 

creased. For  the real flows tested in this study, the 

16 × 16 pixels lW seems to give the best results in 

the consideration of  spatial resolution, number of  

error vectors and total computation time. 

4. Conclusion 

The performance of  hierarchical recursive cor- 

relation algorithm with CBC processing has been 

tested using the synthetic particle images, stan- 

dard PIV images and finally for real flows. Com- 

pared with the correlation PIV method based 
on conventional FFT,  the CBC processing sup- 
presses the spurious vectors notably and in- 

creased the SNR (signal to noise ratio) on multi- 

plied correlation plane, improving the efficiency 
of  peak detection and sub-pixel  accuracy of  PIV 



Evaluation of Recursive PIV Algorithm with Correlation Based Correction Method Using Various Flow ... 421 

measurement. The hierarchical recursive correla- 
tion PIV algorithm is found to be very effective in 
improving the spatial resolution of velocity field 
results with decrease of interrogation window 
size. It gives detailed flow structures with in- 
creased measurement accuracy. However, the str- 
aightforward application of present algorithm on 
higher level of recursive treatment to sparsely 
seeded flow or flow with large particle displace- 
ment may decrease the recovery ratio of correct 
vectors. It also influences on the prediction of 
offset for each interrogation window in the higher 
level of recursive processing. For the case of 
ensemble averaging of many instantaneous veloc- 
ity fields to get the spatial distributions of turbu- 
lence statistics, several consecutive adoption of 
recursive processing will largely increase the total 
computation time and the number of error vec- 
tors. In addition, due to increase of error vectors 
number, the time for post processing routine is 
also increased. Therefore, it is recommended to 

determine the optimal number of recursive pro- 
cessing steps and appropriate interrogation win- 
dow size in advance to compromise spatial reso- 
lution and error vectors for a given sparsely 
seeded flow. 
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